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#### Abstract

In this paper, we consider a nonline quantum walk. Among others, we show that the nonlinear quantum walk has the same probability distribution as its linear counterpart.
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## I. INTRODUCTION

The concept of quantum was first proposed by Max Planck at the beginning of the twentieth century, and has drawn great attention since then. In recent decades, quantum information theory and technology have been developed rapidly. Especially in 1993, Aharonov at al. introduced quantum walks, which are quantum analogs of classical random walks. Quantum walks can play an important role in the theory of quantum field, which is an important cornerstone of quantum information theory and technology. Quantum walks are also widely used in quantum cryptography, quantum computing and quantum algorithms.

In 2007, Navarrete-Benlloch et al. proposed a nonlinear quantum walk for the first time in [3]. The nonlinear Dirac equation is discussed in $[1,8]$ via the evolution process of a nonlinear quantum walk. Similarly, the nonlinear Schrodinger equation is also investigated in [6] with the evolution process of a nonlinear quantum walk. In [2], the weak limit theory of a nonlinear quantum walk is developed by using the scattering method and the limit distribution is obtained. In this paper, we consider a nonlinear quantum walk of the form

$$
\begin{aligned}
\Psi_{\mathrm{n}+1}(x)= & e^{-i j\left(\Psi_{n}(x+1)\right)} P_{0} \Psi_{n}(x+1)+ \\
& e^{i f\left(\Psi_{n}(x-1)\right)} Q_{0} \Psi_{n}(x-1), x \in \mathrm{Z}, n \in \bullet,
\end{aligned}
$$

Where $P_{0}, Q_{0}$ are the coin matrices and f is a re-al-valued function. Among others, we will show that the above nonlinear quantum walk has the same probability distribution as its linear counterpart.
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## II. PRELIMINARIES

We first fix some notions and notation commonly used in this paper. As usual, $l^{2}\left(\mathrm{Z}, \mathrm{C}^{2}\right)$ represents the space of square summable $\mathrm{C}^{2}$-valued functions defined on $Z$, namely

$$
l^{2}\left(\mathrm{Z}, \mathrm{C}^{2}\right)=\left\{\Phi:\left.\mathrm{Z} \rightarrow \mathrm{C}^{2}\left|\sum_{x \in Z}\right| \Phi(x)\right|^{2}<\infty\right\},
$$

Where $|\cdot|$ is the norm in $\mathrm{C}^{2}$. By convention, $M(2, \mathrm{C})$ denotes the set of two-by-two complex matrices, while $\mathrm{U}(2)$ is the set of two-by-two unitary matrices.
Lemma 2.1:[2] For $\mathrm{Q}(\mathrm{x})=\left(\begin{array}{cc}0 & 0 \\ c(x) & d(x)\end{array}\right), \quad \mathrm{P}(\mathrm{x})=$ $\left(\begin{array}{cc}a(x) & b(x) \\ 0 & 0\end{array}\right)$, and $P(x)+Q(x) \in U(2)$. Then there exists isometric linear operator $A: l^{2}\left(\mathrm{Z}, \mathrm{C}^{2}\right) \rightarrow l^{2}\left(\mathrm{Z}, \mathrm{C}^{2}\right)$ satisfys

$$
[\nexists \Phi](x)=P(x+1) \Phi(x+1)+Q(x-1) \Phi(x-1),(1.1)
$$

where $x \in \mathrm{Z}, \quad \Phi \in l^{2}\left(\mathrm{Z}, \mathrm{C}^{2}\right)$.
Proof. Define $f_{\Phi}: \mathrm{Z} \rightarrow \mathrm{C}^{2}$ as
$f_{\text {Because }}=P(x+1) \Phi(x+1)+Q(x-1) \Phi(x-1), x \in \mathrm{Z} .(1.2)$
$\sum_{x \in \in}\left|f_{\Phi}(x)\right|^{2}$
$=\sum_{x=1}|P(x+1) \Phi(x+1)+Q(x-1) \Phi(x-1)|^{2}$
$=\sum_{x=1}\langle P(x+1) \Phi(x+1)+Q(x-1) \Phi(x-1), P(x+1) \Phi(x+1)+Q(x-1) \Phi(x-1)\rangle_{\mathrm{c}^{2}}$
$=\sum_{x \in Z}<P(x+1) \Phi(x+1), P(x+1) \Phi(x+1)>_{\mathrm{C}^{2}}+\sum_{x \in Z}<P(x+1) \Phi(x+1), Q(x-1) \Phi(x-1)>_{\mathrm{c}^{2}}$
$+\sum_{x=1}\langle Q(x-1) \Phi(x-1), P(x+1) \Phi(x+1)\rangle_{\mathrm{C}^{2}}+\sum_{x=1}\langle Q(x-1) \Phi(x-1), Q(x-1) \Phi(x-1)\rangle_{\mathrm{C}^{2}}$
$=\sum_{x=1}|P(x+1) \Phi(x+1)|^{2}+\sum_{x=1}\left\langle\Phi(x+1), P^{*}(x+1) Q(x-1) \Phi(x-1)>_{\mathrm{c}^{2}}\right.$
$+\sum_{x=1}\left\langle\Phi(x-1), Q^{*}(x-1) P(x+1) \Phi(x+1)\right\rangle_{\mathrm{C}^{2}}+\sum_{x \in 1}|Q(x-1) \Phi(x-1)|^{2}$
$=\sum_{x=1}|P(x) \Phi(x)|^{2}+\sum_{x=1}\left\langle\Phi(x+1), P^{*}(x+1) Q(x-1) \Phi(x-1)\right\rangle_{\mathrm{c}^{2}}$
$+\sum_{x=1}\left\langle\Phi(x-1), Q^{*}(x-1) P(x+1) \Phi(x+1)>_{\mathrm{c}^{2}}+\left.\sum_{x=1} Q(x) \Phi(x)\right|^{2}\right.$.
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For $\mathrm{P}(\mathrm{x})=\left(\begin{array}{cc}a(x) & b(x) \\ 0 & 0\end{array}\right), \mathrm{Q}(\mathrm{x})=\left(\begin{array}{cc}0 & 0 \\ c(x) & d(x)\end{array}\right)$,
and $P(x)+Q(x) \in U(2)$. It is easy to get
$P^{*}(x+1) Q(x-1)=\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right), Q^{*}(x-1) P(x+1)=$
$\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)$. So we have

$$
\begin{aligned}
\sum_{x \in L}\left|f_{\Phi}(x)\right|^{2} & =\sum_{x \in L}|P(x) \Phi(x)|^{2}+\sum_{x \in L}|Q(x) \Phi(x)|^{2} \\
& =\sum_{x \in L}|P(x) \Phi(x)+Q(x) \Phi(x)|^{2} \\
& =\sum_{x \in L}|U(2) \Phi(x)|^{2} \\
& =\sum_{x \in L}|\Phi(x)|^{2} .(1.3)
\end{aligned}
$$

Because $\Phi \in l^{2}\left(\mathrm{Z}, \mathrm{C}^{2}\right)$, we get $\sum_{x \in Z}\left|f_{\Phi}(x)\right|^{2}<\infty$.

Suppose $\boldsymbol{A} \Phi=f_{\Phi}$, and then we can get (1.1).
Furthermore,

$$
\sum_{x \in \mathrm{Z}}|\mathscr{A} \Phi(x)|^{2}=\mathrm{P}, \mathscr{A} \Phi \mathrm{P}_{l^{2}\left(\mathrm{Z}, \mathrm{C}^{2}\right)}<\infty .
$$

Therefore, $\mathscr{A} \Phi \in\left(\mathrm{Z}, \mathrm{C}^{2}\right)$. According to the equation (1.3), The operator $\boldsymbol{A}$ is isometry. For any $\Phi^{1}, \Phi^{2} \in l^{2}\left(\mathrm{Z}, \mathrm{C}^{2}\right) . x \in \mathrm{Z}, k_{1}, k_{2} \in^{\circ}$.
$\left[\mathcal{A}\left(k_{1} \Phi^{1}+k_{2} \Phi^{2}\right)\right](x)$
$=P(x+1)\left(k_{1} \Phi^{1}+k_{2} \Phi^{2}\right)(x+1)+Q(x-1)\left(k_{1} \Phi^{1}+k_{2} \Phi^{2}\right)(x-1)$
$=k_{1} \Phi^{1}(x+1) P(x+1)+k_{2} \Phi^{2}(x+1) P(x+1)+k_{1} \Phi^{1}(x-1) Q(x-1)+k_{2} \Phi^{2}(x-1) Q(x-1)$
$=k_{1} \Phi^{1}(x+1) P(x+1)+k_{1} \Phi^{1}(x-1) Q(x-1)+k_{2} \Phi^{2}(x+1) P(x+1)+k_{2} \Phi^{2}(x-1) Q(x-1)$
$=k_{1}\left[\nexists \Phi^{1}\right](x)+k_{2}\left[\notin \Phi^{2}\right](x)$

In conclusion, the operator $\boldsymbol{A}$ is isometric linear.

Proposition 2.2: When $Q_{0}=\left(\begin{array}{ll}0 & 0 \\ c & d\end{array}\right), P_{0}=$
$\left(\begin{array}{ll}a & b \\ 0 & 0\end{array}\right)$, and $P_{0}+Q_{0} \in U(2)$. Then there
exists unitary operator $\mathscr{A}: l^{2}\left(\mathrm{Z}, \mathrm{C}^{2}\right) \rightarrow l^{2}\left(\mathrm{Z}, \mathrm{C}^{2}\right)$ satisfying

$$
[\notin \Phi](x)=P_{0} \Phi(x+1)+Q_{0} \Phi(x-1), x \in \Phi .
$$

Proof. According to lemma (2.1) and the above proof. For any $x \in \mathrm{Z}, \quad \Phi \in l^{2}\left(\mathrm{Z}, \mathrm{C}^{2}\right)$. We have

$$
[\nexists \Phi](x)=P_{0} \Phi(x+1)+Q_{0} \Phi(x-1)
$$

As a result, $P_{0}+Q_{0}=\mathscr{A}$. Since we have
$P_{0}+Q_{0} \in U(2), \quad A$ is unitary operator.
Definition 2.3: $[1,2]$ The evolution equation of linear quantum walk driven by unitary operator $\boldsymbol{A}$ is $[\nexists \Phi](x)=P_{0} \Phi(x+1)+Q_{0} \Phi(x-1), x \in \Phi .(1.4)$
Among them, the linear quantum walk has the following characteristics:
(1) $l^{2}\left(\mathrm{Z}, \mathrm{C}^{2}\right)$ is state space, and states are repre-
sented by a unit vector in $l^{2}\left(\mathrm{Z}, \mathrm{C}^{2}\right)$.
(2) states are subject to the following evolution equation

$$
\Phi_{n+1}(x)=A \not A \Phi_{n}(x), n \in \bullet, \Phi_{n}(x) \in l^{2}\left(\mathrm{Z}, \mathrm{C}^{2}\right)
$$

Where $\Phi_{n}(x)$ represents the state at x at time. In particular, $\Phi_{0}(x)$ is called initial state;
(3) The probability of finding a walker at time $n$ at x is $\mathrm{P} \Phi_{n}(x) \mathrm{P}_{\mathrm{c}^{2}}^{2}$.

Corollary 2.4: According to the asymmetry of the operator $\mathscr{A}$, then
$\mathrm{P} \Phi_{n+1} \mathrm{P}_{l^{2}\left(\mathrm{Z}, \mathrm{c}^{2}\right)}^{2}=\mathrm{P} \Phi_{n} \mathrm{P}_{l^{2}\left(\mathrm{Z}, \mathrm{c}^{2}\right)}^{2}=\mathrm{L}=\mathrm{P} \Phi_{0} \mathrm{P}_{l^{2}\left(\mathrm{z}, \mathrm{c}^{2}\right)}$.

Especially, when $P \Phi_{0} P_{l^{2}\left(Z, C^{2}\right)}=1$,
$\mathrm{P} \Phi_{n+1} \mathrm{P}_{l^{2}\left(\mathrm{Z}, \mathrm{c}^{2}\right)}=\mathrm{P} \Phi_{n} \mathrm{P}_{l^{2}\left(\mathrm{Z}, \mathrm{C}^{2}\right)}=\mathrm{L}=\mathrm{P} \Phi_{0} \mathrm{P}_{l^{2}\left(\mathrm{Z}, \mathrm{c}^{2}\right)}=1$.

## III. MAIN RESULTS

Theorem 3.1: Let f be a function from $\mathrm{C}^{2}$ to ${ }^{\circ}$. $Q_{0}=\left(\begin{array}{ll}0 & 0 \\ c & d\end{array}\right) \quad$ and $\quad P_{0}=\left(\begin{array}{ll}a & b \\ 0 & 0\end{array}\right) \quad$ satisfy $P_{0}+Q_{0} \in U(2)$.Then there exists a mapping

$$
\begin{aligned}
& \mathcal{A}_{f}: l^{2}\left(\mathrm{Z}, \mathrm{C}^{2}\right) \rightarrow l^{2}\left(\mathrm{Z}, \mathrm{C}^{2}\right) \text { as } \\
& \\
& \\
& \quad\left[\mathcal{A}_{f} \Psi\right](x) \\
& \\
& \quad=e^{-y(\varphi(x+1))} P_{0} \Psi(x+1)+e^{f(\varphi(x-1))} Q_{0} \Psi(x-1),(2.1)
\end{aligned}
$$

where $\quad x \in \mathbb{Q}, \Psi \in l^{2}\left(\mathrm{Z}, \mathrm{C}^{2}\right) \quad$, and $\mathrm{P} \boldsymbol{A}_{f} \Psi \mathrm{P}=\mathrm{P} \Psi \mathrm{P}$.
proof. If $\Psi \in l^{2}\left(\mathrm{Z}, \mathrm{C}^{2}\right)$, let function $\mathrm{F}: \mathrm{Z} \rightarrow \mathrm{C}^{2}$ be

$$
F(x)=e^{-r y(\varphi(x+1))} P_{0} \Psi(x+1)+e^{j(\Psi(x-1))} Q_{0} \Psi(x-1), x \in \phi .
$$

## Then, we have

$$
\begin{aligned}
& \mathrm{P} F \mathrm{P}_{\mathrm{P}^{2}\left(z, c^{2}\right)}^{2} \\
& =\sum_{x \in \mathrm{G}} \mathrm{P} e^{-r\left(\varphi\left(\Psi_{(x+1)}\right)\right.} P_{0} \Psi(x+1)+e^{i \int\left(\Psi_{(x-1)}\right)} Q_{0} \Psi(x-1) \mathrm{P}_{\mathrm{C}^{2}}^{2} \\
& =\sum_{x \in \Phi}<e^{-i f(\varphi(x+1))} P_{0} \Psi(x+1)+e^{i f(\varphi(x-1))} Q_{0} \Psi(x-1), \\
& e^{-f(\varphi(x+1))} P_{0} \Psi(x+1)+e^{i / \varphi(x-1))} Q_{0} \Psi(x-1)>_{\mathrm{C}^{2}}^{2} \\
& =\sum_{x \in \mathrm{G}} \mathrm{P} e^{-\tau\left(\Psi\left(\Psi_{(x+1)}\right)\right.} P_{0} \Psi(x+1) \mathrm{P}_{\mathrm{C}^{2}}^{2} \\
& +\sum_{x \in \mathrm{c}}\left\langle e^{-\psi(Y(Y(x+1))} \Psi(x+1), e^{\eta(\varphi(x-1))} P_{0}^{*} Q_{0} \Psi(x-1)>_{\mathrm{C}^{2}}^{2}\right. \\
& +\sum_{x \in c}\left\langle e^{i f(\varphi(x-1))} \Psi(x-1), e^{-i f(\varphi(x+1))} Q_{0}^{*} P_{0} \Psi(x+1)>_{\mathrm{C}^{2}}^{2}\right. \\
& +\sum_{x \in \mathrm{c}} \mathrm{P}^{i \mu(\varphi(x-1)} Q_{0} \Psi(x-1) \mathrm{P}_{\mathrm{C}^{2}}^{2} \cdot(2,2)
\end{aligned}
$$

Since $Q_{0}=\left(\begin{array}{ll}0 & 0 \\ c & d\end{array}\right), P_{0}=\left(\begin{array}{ll}a & b \\ 0 & 0\end{array}\right)$. It is easy to get

$$
P_{0}^{*} Q_{0}=Q_{0}{ }^{*} P_{0}=0 .(2.3)
$$

Moreover, for any $x \in \Phi$, we have

$$
\left|e^{i f(\varphi(x-1))}\right|=\left|e^{-i f(\varphi(x+1))}\right|=1 .
$$

Therefore,
$\sum_{x \in \mathrm{c}} \mathrm{P} e^{-r(\varphi(x+1))} P_{0} \Psi(x+1) \mathrm{P}_{\mathrm{c}^{2}}^{2}=\sum_{x \in \mathrm{q}} \mathrm{P} P_{0} \Psi(x+1) \mathrm{P}_{\mathrm{C}^{2}}^{2}$
$\sum_{x \in \mathrm{G}} \mathrm{P} e^{\Downarrow(\Psi(x-1))} Q_{0} \Psi(x-1) \mathrm{P}_{\mathrm{C}^{2}}^{2}=\sum_{x \in \mathrm{G}} \mathrm{P} Q_{0} \Psi(x-1) \mathrm{P}_{\mathrm{C}^{2}}^{2}$
Combine(2.3), (2.4), and (2.5),we can get $\mathrm{P} F \mathrm{P}_{\mathrm{P}^{2}\left(z, c^{2}\right)}^{2}$
$=\sum_{x \in \mathrm{c}} \mathrm{P} e^{-t y(\Psi(x+1))} P_{0} \Psi(x+1) \mathrm{P}_{\mathrm{C}^{2}}^{2}+\sum_{x \in \mathrm{c}} \mathrm{P} e^{\eta(\Psi(x-1))} Q_{0} \Psi(x-1) \mathrm{P}_{\mathrm{C}^{2}}^{2}$
$=\sum_{x \in \mathrm{G}} \mathrm{P} P_{0} \Psi(x+1) \mathrm{P}_{\mathrm{C}^{2}}^{2}+\sum_{x \in \mathrm{G}} \mathrm{P} Q_{0} \Psi(x-1) \mathrm{P}_{\mathrm{C}^{2}}^{2}$
$=\sum_{x \in \mathrm{c}} \mathrm{P} P_{0} \Psi(x) \mathrm{P}_{\mathrm{C}^{2}}^{2}+\sum_{x \in \mathrm{c}} \mathrm{P} Q_{0} \Psi(x) \mathrm{P}_{\mathrm{C}^{2}}^{2}$
$=\sum_{x \in \mathrm{c}} \mathrm{P} P_{0} \Psi(x)+Q_{0} \Psi(x) \mathrm{P}_{\mathrm{C}^{2}}^{2}$
$=P \Psi \mathrm{P}_{\mathrm{P}^{2}\left(z, c^{2}\right)}^{2}$,

And for any $\Psi(x) \in l^{2}\left(\mathrm{Z}, \mathrm{C}^{2}\right), \mathrm{P}_{\mathrm{P}_{l^{2}\left(z, c^{2}\right)}^{2}}^{2}<\infty$,
we can get

$$
\mathrm{P} F \mathrm{P}_{l^{2}\left(z, c^{2}\right)}^{2}<\infty .
$$

Then, $\mathrm{F}(x) \in l^{2}\left(\mathrm{Z}, \mathrm{C}^{2}\right)$.For the defined mapping
$A_{f}$, define

$$
\begin{equation*}
\boldsymbol{A}_{f}=\mathrm{F}, \quad \Psi \in l^{2}\left(\mathrm{Z}, \mathrm{C}^{2}\right) . \tag{2.7}
\end{equation*}
$$

Obviously,
$\boldsymbol{A}_{f} \Psi(x)=F(x)=e^{-\tau \xi(M(x+1))} P_{0} \Psi(x+1)+e^{\eta(\Psi(\Psi(x-1)} Q_{0} \Psi(x-1)$, where $x \in \Phi, \Psi \in l^{2}\left(\mathrm{Z}, \mathrm{C}^{2}\right)$. According to (2.6) and (2.7), we can get

$$
\mathrm{P}, \boldsymbol{A}_{f} \Psi \underset{p_{\left(z, c^{2}\right)}^{2}}{\mathrm{P}^{2}}=\mathrm{P} \Psi \mathrm{P}_{p_{\left(z, c, c^{2}\right)}^{2}}^{2} .
$$

Theorem 3.2: The mapping $A_{f}$ defined above is nonlinear, for any $\Psi \in l^{2}\left(\mathrm{Z}, \mathrm{C}^{2}\right), A_{f} \Psi$ is a unitary matrix.
Proof. For any $\Psi^{1}, \Psi^{2} \in l^{2}\left(Z, C^{2}\right)$,
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$$
\begin{align*}
& {\left[\mathcal{A}_{f} \Psi^{1}\right](x)+\left[\mathcal{A}_{f} \Psi^{2}\right](x)} \\
& =e^{-v\left(\Psi^{1}(x+1)\right)} P_{0} \Psi^{1}(x+1)+e^{f\left(\Psi^{1}(x-1)\right)} Q_{0} \Psi^{1}(x-1) \\
& +e^{-r\left(\Psi^{2}\left(\Psi^{2}(x+1)\right)\right.} P_{0} \Psi^{2}(x+1)+e^{v\left(\Psi^{\left(\Psi^{2}(x-1)\right.}\right)} Q_{0} \Psi^{2}(x-1) . \tag{2.8}
\end{align*}
$$

However,

$$
\begin{aligned}
& {\left[\mathcal{A}_{f}\left(\Psi^{1}+\Psi^{2}\right)\right](x)} \\
& =e^{-i f\left(\Psi^{1}(x+1)+\Psi^{2}(x+1)\right)} P_{0} \Psi^{1}(x+1)+e^{-i f\left(\Psi^{1}(x+1)+\Psi^{2}(x+1)\right)} P_{0} \Psi^{2}(x+1) \\
& +e^{i f\left(\Psi^{1}(x-1)+\Psi^{2}(x-1)\right)} Q_{0} \Psi^{1}(x-1)+e^{i f\left(\Psi^{1}(x-1)+\Psi^{2}(x-1)\right)} Q_{0} \Psi^{2}(x-1) \cdot(2.9)
\end{aligned}
$$

It is obvious that $(2.8) \neq(2.9)$. Then is $A_{f}$ a nonlinear mapping. According to (2.1) and the definition of $Q_{0}$ and $P_{0}$, for any $\Psi \in l^{2}\left(\mathrm{Z}, \mathrm{C}^{2}\right)$

$$
\begin{aligned}
& \left(\boldsymbol{A}_{f} \Psi\right)^{*}\left(\boldsymbol{A}_{f} \Psi\right) \\
& =\left(e^{-r \varphi(\varphi)} P_{0}+e^{\eta(\varphi)} Q_{0}\right)^{*}\left(e^{-y(\varphi)} P_{0}+e^{\eta(\varphi)} Q_{0}\right) \\
& =\left(e^{\eta(\varphi)} P_{0}^{*}+e^{-r(\varphi)} Q_{0}^{*}\right)\left(e^{-\gamma(\varphi)} P_{0}+e^{\eta(\varphi)} Q_{0}\right) \\
& =P_{0}^{*} P_{0}+e^{2 \mu(\omega)} P_{0}^{*} Q_{0}+e^{-2 \mu(\varphi)} Q_{0}^{*} P_{0}+Q_{0}^{*} Q_{0} \text {. }
\end{aligned}
$$

For $P_{0}=\left(\begin{array}{ll}a & b \\ 0 & 0\end{array}\right)$, we get

$$
P_{0}^{*}=\left(\begin{array}{ll}
\bar{a} & 0 \\
\bar{b} & 0
\end{array}\right), P_{0}^{*} P_{0}=\left(\begin{array}{ll}
|a|^{2} & \bar{a} \cdot b \\
\bar{b} \cdot a & |b|^{2}
\end{array}\right)
$$

Similarly,

$$
Q_{0}^{*} Q_{0}=\left(\begin{array}{ll}
|c|^{2} & \bar{c} \cdot d \\
\bar{d} \cdot c & |d|^{2}
\end{array}\right) .
$$

Since $P_{0}+Q_{0} \in U(2)$, we get $P_{0}^{*} P_{0}+Q_{0}^{*} Q_{0}=I$. Namely,

$$
\left(\mathcal{A}_{f} \Psi\right)^{*}\left(\mathcal{A}_{f} \Psi\right)=I
$$

Similarly,

$$
\left(\mathscr{A}_{f} \Psi\right)\left(\mathscr{A}_{f} \Psi\right)^{*}=I
$$

In conclusion, $A_{f} \Psi$ is a unitary matrix.
Definition 3.3: The evolution equation of nonlinear quantum walk driven by $\boldsymbol{A}_{f}$ is

$$
\begin{aligned}
& \mathcal{A}_{f}\left(\Psi_{n}(x)\right) \\
& =e^{-i f\left(\varphi_{n}(x+1)\right)} P_{0} \Psi_{n}(x+1)+e^{i f\left(\Psi_{n}(x-1)\right)} Q_{0} \Psi_{n}(x-1), x \in \mathbb{\Phi}, n \in \bullet .
\end{aligned}
$$

Among them, the nonlinear quantum walk has the following characteristics:
(1) $l^{2}\left(\mathrm{Z}, \mathrm{C}^{2}\right)$ is state space, and states are represented by a unit vector in $l^{2}\left(Z, C^{2}\right)$;
(2) states are subject to the following evolution equation

$$
\Psi_{n+1}=\mathscr{A} \Psi_{n}, n \in \bullet .
$$

In particular, $\Psi_{0}$ is the initial state;
(3) The probability of finding a walker at time $n$ at x is $\mathrm{P} \Psi_{n}(x) \mathrm{P}_{\mathrm{C}^{2}}^{2}$.

Proposition 3.4: In the evolution of nonlinear quantum walk driven by $A_{f}$, we can get

$$
\mathrm{P} \Psi_{n+1} \mathrm{P}_{l^{2}\left(\mathrm{Z}, \mathrm{C}^{2}\right)}^{2}=\mathrm{P} \Psi_{n} \mathrm{P}_{l^{2}\left(\mathrm{Z}, \mathrm{C}^{2}\right)}^{2}=\mathrm{L}=\mathrm{P} \Psi_{0} \mathrm{P}_{l^{2}\left(\mathrm{Z}, \mathrm{C}^{2}\right)}^{2}, n \in \bullet \text {.(2.10) }
$$

proof. According to theorem 2.1, there have $\mathrm{P} \mathscr{A}_{f} \Psi \mathrm{P}=\mathrm{P} \Psi \mathrm{P}$. From the nonlinear quantum walk evolution equation $\Psi_{n+1}=\mathscr{A} \Psi_{n}$, we get

$$
\begin{equation*}
\mathrm{P} \Psi_{n+1} \mathrm{P}_{l^{2}\left(\mathrm{Z}, \mathrm{C}^{2}\right)}^{2}=\mathrm{P} \Psi_{n} \mathrm{P}_{l^{2}\left(\mathrm{Z}, \mathrm{C}^{2}\right)}^{2} \tag{2.11}
\end{equation*}
$$

where $n \in \bullet$. Especially, When $n=0$, we get

$$
\mathrm{P} \Psi_{1} \mathrm{P}_{l^{2}\left(\mathrm{Z}, \mathrm{C}^{2}\right)}^{2}=\mathrm{P} \Psi_{0} \mathrm{P}_{l^{2}\left(\mathrm{Z}, \mathrm{C}^{2}\right)}^{2} .
$$

To sum up, we get (2.10).
Corollary 3.5: Let function $\mu: x \rightarrow^{0}$, when $\mu(x)=\mathrm{P} \Psi(x) \mathrm{P}_{\mathrm{c}^{2}}^{2}, \mathrm{P} \Psi(x) \mathrm{P}_{l^{2}\left(\mathrm{Z}, \mathrm{C}^{2}\right)}=1$, then $\mu$ is a probability measure.
Theorem 3.6: When $\Psi_{0}(x)=\Phi_{0}(x), P(x)=P_{0}$, $Q(x)=Q_{0}$, The probability distribution of nonlinear quantum walk driven by $\mathcal{A}_{f}$ is the same as that of linear quantum walk driven by $A$.
Proof. When $P(x)=P_{0}, Q(x)=Q_{0}$, the linear quantum walk evolution process driven by $A$ is

$$
\left[\notin \Phi_{n}\right](x)=P_{0} \Phi_{n}(x+1)+Q_{0} \Phi_{n}(x-1), x \in \downarrow, n \in \bullet .(2.12)
$$

For any $x \in \mathbb{\Phi}$, it satisfies $\Psi_{0}(x)=\Phi_{0}(x)$ when $\mathrm{n}=0$. Therefore,

$$
P \Psi_{0}(x) \mathrm{P}_{\mathrm{C}^{2}}^{2}=\mathrm{P} \Phi_{0}(x) \mathrm{P}_{\mathrm{C}^{2}}^{2}
$$

If $\mathrm{n}=\mathrm{k}$, we have
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$$
\Psi_{k}(x)=\Phi_{k}(x), \mathrm{P}_{k}(x) \mathrm{P}_{\mathrm{C}^{2}}^{2}=\mathrm{P} \Phi_{k}(x) \mathrm{P}_{\mathrm{C}^{2}}^{2}
$$

For $\Psi_{k+1}(x)$, we get
$\mathrm{P} \Psi_{k+1}(x) \mathrm{P}_{\mathrm{C}^{2}}^{2}$
$=\mathrm{P} e^{-i f\left(\Psi_{k}(x+1)\right)} P_{0} \Psi_{k}(x+1)+e^{i f\left(\Psi_{k}(x-1)\right)} Q_{0} \Psi_{k}(x-1) \mathrm{P}_{\mathrm{C}^{2}}^{2}$
$=\mathrm{P} e^{-i f\left(\Psi_{k}(x+1)\right)} P_{0} \Psi_{k}(x+1) \mathrm{P}_{\mathrm{C}^{2}}^{2}+\mathrm{P} e^{i j\left(\Psi_{k}(x-1)\right)} Q_{0} \Psi_{k}(x-1) \mathrm{P}_{\mathrm{C}^{2}}^{2}$
$=\mathrm{P} P_{0} \Psi_{k}(x+1) \mathrm{P}_{\mathrm{C}^{2}}^{2}+\mathrm{P} Q_{0} \Psi_{k}(x-1) \mathrm{P}_{\mathrm{C}^{2}}^{2}$
$=\mathrm{P} P_{0} \Psi_{k}(x+1)+Q_{0} \Psi_{k}(x-1) \mathrm{P}_{\mathrm{C}^{2}}^{2} .(2.13)$
For $\Psi_{k+1}(x)$, we have
$\mathrm{P}_{k+1}(x) \mathrm{P}_{\mathrm{C}^{2}}^{2}$
$=\mathrm{P} P_{0} \Phi_{k}(x+1)+Q_{0} \Phi_{k}(x-1) \mathrm{P}_{\mathrm{C}^{2}}^{2}$
$=\mathrm{P} P_{0} \Phi_{k}(x+1) \mathrm{P}_{\mathrm{C}^{2}}^{2}+\mathrm{P} Q_{0} \Phi_{k}(x-1) \mathrm{P}_{\mathrm{C}^{2}}^{2}$
$=\mathrm{P} P_{0} \Phi_{k}(x+1)+Q_{0} \Phi_{k}(x-1) \mathrm{P}_{\mathrm{C}^{2}}^{2} .(2.14)$
When $\mathrm{n}=\mathrm{k}$, for any $x \in \Phi$,

$$
\Psi_{k}(x)=\Phi_{k}(x)
$$

Obviously,
$\Psi_{k}(x+1)=\Phi_{k}(x+1), \quad \Psi_{k}(x-1)=\Phi_{k}(x-1)$.
Combine (2.13) and (2.14), we get

$$
\mathrm{P}_{k+1}(x) \mathrm{P}_{\mathrm{C}^{2}}^{2}=\underset{\mathrm{In}^{2+1} \text { conclusion, since } \mathrm{n} \text { is }}{\mathrm{P}} \Phi_{\mathrm{C}^{2}}(x) \mathrm{P}^{2} .(2.15)
$$

$\mathrm{P} \Psi_{n}(x) \mathrm{P}_{\mathrm{C}^{2}}^{2}=\mathrm{P} \Phi_{n}(x) \mathrm{P}_{\mathrm{c}^{2}}^{2}, n \in \bullet, x \in \Phi$.
Therefore, the probability distribution of nonlinear quantum walk driven by $\boldsymbol{A}_{f}$ is the same as that of linear quantum walk driven by $\boldsymbol{A}$.
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