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Abstract: In industry, PID controller is widely used in the regulator of technology processes. Many methods of designing conventional PID controllers do not work well for time-delayed linear, vague, and nonlinear systems. Therefore, PID parameter adjustment plays an important role. To solve this problem, many recent studies have focused on the development of auto-tuning controllers. Using the method of gradient descent algorithm to the parameter space of the controller whose coefficients developed by adaptive algorithms in this paper is adjusted automatically online to minimize the performance index without knowing the exact mathematical model of the plant. The simulation and test results on real plant are presented to illustrate the performance of the proposed auto-tuning PID controllers and a comparison with its traditional PID controller is made.

Index Terms—Gradient descent, Auto-tuning controller, PID-neuron, A thermal process, A class of plants.

I. INTRODUCTION

Despite the recent evolution of alternative control techniques, a relatively larger percentage of industrial control processes is still regulated by PID controllers because of its simple structure, robustness in operation and ease of implementation. The first practical PID controller tuning method was designed based on Ziegler-Nichols principle [1-2]. However, this controller has some limitations with nonlinear system, time-delayed linear system, and vague system, time varying systems [7-8]. It is difficult to obtain good control qualities for such systems simply using the fixed PID parameters. To improve this control performance, several schemes of auto-tuning PID controllers have been proposed for implementing the control systems [3-5]. A way to tune parameters in PID controller is based on model matching [6]. This method uses plant and reference transfer functions to determine the PID parameters. Another approach is to use the neural controllers having like-PID structure to control the thermal processes [9-13]. In this paper, the key idea is the use of the gradient descent method to update the parameters of auto-tuning controllers and compare the control results show that the proposed methods has more advantage than the traditional PID in term of performance. The paper is organized as follows. In the next section, an auto-tuning PID controller is adjusted using the gradient method for a class of first-order systems with time-delay such that the integrated square error is minimized. In Section 3, a PID-neural tuning controller is proposed. Simulation and experimental results are shown in Section 4. Finally, Section 5 concludes this paper.

II. ADAPTIVE GRADIENT METHOD

The adaptive gradient control algorithm is also one of the methods to synthesize durable parametric control system provided that the dynamic characteristics of the system are slow in compared with transition process.

Fig. 1: System control diagram

Where,
- $r$ = the set-point (reference)
- $y$ = the actual output of the plant ($G(s)$)
- $e$ = the error between the actual and desired value
- $u$ = the control signal (output of the controller)

Fig. 1 is represented in $e = r - y$.

Based on the above points, we can build the algorithm of gradient descent:

$$
\frac{d\xi}{dt} = -\gamma \frac{dJ}{d\xi}; \text{ In which } \gamma > 0 \text{ is an adaptive coefficient}
$$

Consider the derivative at
- Point A: $\frac{dJ}{d\xi} < 0$ ;
- Point B: $\frac{dJ}{d\xi} > 0$
- Point C: $\frac{dJ}{d\xi} = 0$

Based on the above points, we can build the algorithm of gradient descent:

$$
\frac{d\xi}{dt} = -\gamma \frac{dJ}{d\xi}; \text{ In which } \gamma > 0 \text{ is an adaptive coefficient}
$$
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\[ J = \frac{1}{2} e^2 \Rightarrow \frac{dJ}{d\xi} = \frac{\partial J}{\partial e} \frac{\partial e}{\partial \xi} = e \frac{\partial e}{\partial \xi} \]

\[ e = r - y \Rightarrow \frac{\partial e}{\partial \xi} = \frac{\partial e}{\partial \xi} - \frac{\partial y}{\partial \xi} = -\frac{\partial y}{\partial \xi} \]

Therefore: \[ \frac{d\xi}{dt} = -\gamma e \frac{\partial y}{\partial \xi} \]

We can prove another way by choosing the J as the Lyapunov functions:

\[ \frac{dJ}{dt} = \frac{\partial J}{\partial e} \frac{\partial e}{\partial \xi} dt = e \frac{\partial e}{\partial \xi} \left( -\gamma e \frac{\partial y}{\partial \xi} \right) = -\gamma e^2 \left( \frac{\partial e}{\partial \xi} \right)^2 \leq 0 \] (2)

From the equation above (2), we know that J will decrease monotonically with time. Therefore, it can be concluded that:

\[ \lim_{t \to \infty} (\xi - \xi^*) = 0 \]

On the other hand, follow the general diagram:

\[ \frac{\partial y}{\partial \xi} = e - \frac{R}{1 + RG} \frac{\partial R}{\partial \xi} \]

Therefore, we obtain the following tuning algorithm:

\[ \frac{d\xi}{dt} = -\gamma e^2 \frac{R}{1 + RG} \frac{\partial R}{\partial \xi} \] (3)

The expression (3) is the general expression of the auto-tuning algorithm according to the Gradient. The auto-tuning parameter here is vectors \( \xi \) dependent on the \( e \) and the transfer function of the controller \( R \):

If the controller has a differential component then the system will be affected by disturbances. Therefore, we only consider PI auto-tuning controller:

**III. PID-NEURAL CONTROLLER**

The PID-Neural controller, a NN-like PID control method, has ability to make plant stable because of its nonlinearity. In addition, training algorithm enables the controller to adapt with changes of plant or noise. The PID-neural controller, having 3 inputs and 1 output, is shown in Fig 5. The inputs of neural network \( (e_P, e_I, e_D) \) are created by proportion, integration and derivation of error \( e \).

\[ u = K_p e_P + K_i e_I + K_d e_D \] (6)

Activation function \( f \) of the neuron, producing the neural output \( f(u) \), is sigmoid:

\[ f(u) = \frac{2}{1 + e^{-bu}} - 1 \quad ; \quad f'(u) = \frac{2be^{-bu}}{(1 + e^{-bu})^2} \] (7)

Our goal is to minimize the following error:

\[ J = \frac{1}{2} (r - y)^2 = \frac{1}{2} e^2 \rightarrow \min \] (8)

\( e \) is error between reference \( (r) \) input and output \( (y) \). The weights, PID controller parameters, can be adjusted by the algorithm of gradient descent. The update rules for these control parameters are expressed as:

\[ K_p = K_p - \eta \frac{\partial E}{\partial K_p} = K_p - \eta \frac{\partial E}{\partial y} \frac{\partial y}{\partial u} \frac{\partial u}{\partial K_p} = K_p + \eta f'(u)e_P \]

\[ K_i = K_i - \eta \frac{\partial E}{\partial K_i} = K_i - \eta \frac{\partial E}{\partial y} \frac{\partial y}{\partial u} \frac{\partial u}{\partial K_i} = K_i + \eta f'(u)e_I \] (9)

\[ K_d = K_d - \eta \frac{\partial E}{\partial K_d} = K_d - \eta \frac{\partial E}{\partial y} \frac{\partial y}{\partial u} \frac{\partial u}{\partial K_d} = K_d + \eta f'(u)e_D \]

**Simulink of Matlab:**

![Fig. 4: Block diagram of controllers using conventional PI and adaptive gradient controller](image)

![Fig. 5: PID-neural control system](image)

**Fig 3: Diagram of the auto-tuning two-parameter controller**

Align both parameters: The proportional part \( (K_p) \) and the integral part \( K_i \) of the controller:

\[ G_{pi} = K_p + \frac{K_i}{s} ; \quad \frac{dK_p}{dt} = -\gamma e^2 \frac{R}{1 + RG} \left( 1 + \frac{K_p}{K_i} \right) \]

\[ \frac{dK_i}{dt} = -\gamma e^2 \frac{R}{1 + RG} \frac{1}{s} \] (4)

Firstly, let’s assume that the plant has a form of first-order system with delayed time and a PI auto-tuning controller is used. Then, the transfer function of the resistor furnace is identified:

\[ G(s) = \frac{0.578}{452s + 1} e^{-45s} \] (5)

Control algorithm (3) is designed for plant (5) based on
where the learning step $\eta$ is chosen 0.01

if parameters ($K_P$, $K_I$, $K_D$) are adapted according to (9) then the cost function $J$ will decrease with time [14]. The PID-neural controller is emulated in simulink toolbox of Matlab on the basis of the gradient descent algorithm for the resistance furnace.

![Fig 6. Block diagram of PID-neural and conventional PI control system](image)

**IV. SIMULATION AND EXPERIMENTAL RESULTS**

**A. Simulation results**

Using the classical method to determine the preset value of the PI controller, these parameters will be adjusted to stabilize and set value.

Control diagram is as follows:

![Fig 7: The overall model of a furnace temperature control system using three controllers in Matlab / Simulink](image)

Matlab-based simulation results of the temperature control system controlled by the controllers are shown in Fig. 8 and the step response parameters are shown in Table. 1.

![Fig 8: Responses to a step function with different controllers](image)

**Table 1: Step response parameters compared with the traditional PID**

<table>
<thead>
<tr>
<th></th>
<th>Settling Time ($T_{5%}$ sec)</th>
<th>Rise Time ($T_r$ sec)</th>
<th>Overshoot ($%$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional PID</td>
<td>380</td>
<td>210</td>
<td>25</td>
</tr>
<tr>
<td>Auto-tuning PID</td>
<td>150</td>
<td>230</td>
<td>0</td>
</tr>
<tr>
<td>PID-neural Controller</td>
<td>130</td>
<td>200</td>
<td>2.5</td>
</tr>
</tbody>
</table>

It is noteworthy that the two methods proposed to stand in the second and third rows in the table give step responses with negligible overshoot, faster setting time and shorter rise time than conventional PID.

![Fig 9: Responses to a step function with the change of the transfer function of the plant in the auto-tuning system](image)

If the transfer function of the plant in the auto-tuning system within a range of $K_1$ to $K_2$ and $T_1$ to $T_2$ changes, the response of the system changes insignificantly. Therefore, the auto-tuning algorithm can be applied to a class of the first order inertia systems with delayed time because the transfer function of the object in the auto-tuning system has little effect on the system's response. In fact, many industrial devices can be used with these transfer functions. Therefore, this controller is widely used.

The coefficients of the conventional PID controller are the initial conditions of the auto-tuning PID controller. Comparing Fig. 8 and Fig. 9, the velocity response of the proposed auto-tuning PID control scheme is similar to that of the conventional PID control scheme. The conventional PID control scheme has a larger tracking error than the proposed auto-tuning PID control scheme.

**B. Experimental results**

An auto-tuning PID control strategy, based on a deduced model, is proposed for implementing a thermal process. Identification of resistor furnace model:

![Fig 10: Block diagram of experimental setup](image)
The system uses NIDAQ USB-6008 card to output the control voltage to the single-phase AC-AC converter, thereby changing the voltage supplied to the furnace. The temperature in the furnace is measured by the E type thermocouples (sensor), after via the buffer amplifier is also taken to the NI Card, which converts into digital signals and sends temperature data to computer for the identification of the resistor furnace model:

\[ G(s) = \frac{0.578}{452s + 1}e^{-45s} \]  

(10)

Fig. 11: Snapshot of Real plant

Fig. 12: Experimental results of auto-tuning PI controller.

V. CONCLUSION

The Gradient method makes it easy to find controller parameters but only converges in a narrow value domain. It is difficult to check the stable area of the system, especially for higher order systems, which cannot determine the exact stability area.

An auto-tuning PID control strategy, based on a deduced model, is proposed for implementing a thermal process. The controller parameters are tuned automatically, on-line, to overcome the disturbances and parameter variations. Experimental results are presented to demonstrate the reliability and effectiveness of the proposed control scheme in improving the system performance and reduce its sensitivity to parameter variations and load disturbance. The proposed control schemes are simple and practical to implement, assure system stability and have relative lower requirements for precision of controlled objects. Compared with traditional PID controller, the PID-neural controller has the characteristics of adaptive, on-line adjustment, better robust on the plant. Therefore, it is not necessary to identify dynamics of the plant because of the controller’s learning ability. It has a good application in industrial control processes.
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