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 

Abstract— Deep learning allows computational models of 

multiple processing layers to learn and represent data with 

multiple levels of abstraction mimicking how the brain 

perceives and understands multimodal information, thus 

implicitly capturing intricate structures of large‐ scale data. In 

the meantime, recent advances in deep learning, encompassing 

neural networks, hierarchical probabilistic models, and a 

variety of unsupervised and supervised feature learning 

algorithms, have brought about tremendous development to 

many areas of interest to the engineering community. 

In this work, an extended type of the current 

accomplishment of deep learning to chemical process control 

problem has been presented. As well-known, if one formulated 

the reward function properly, “deep learning” can be used for 

industrial process control purpose. The controller setup follows 

the typical reinforcement learning setup, whereby an agent 

(controller) interacts with an environment (process) through 

control actions and receives a reward in discrete time steps. 

Deep neural networks (DNN) serve as function approximators 

and are used to learn the control policies. Once the DNN trained, 

control actions can be achieved at the output of the learned 

network. Even though the policies are not explicitly specified for 

the DNN, the DNN has an ability to learn policies that are 

different from the traditional controllers. The designed “Deep 

Learning Controller” (DLC) for Single Input Single Output 

Systems (SISO) has been tested under various scenarios. 

Obtained results have been given in graphical illustrations for 

details and these results showed that DLC can be easily used for 

instead of any type of controller. Additionally, it can be 

concluded that DLC are very robust when compared with the 

other type of controllers in terms of noise and unknown 

disturbances. 

 
Index Terms— Deep learning, controller design, control 

engineering, big data.  

I. INTRODUCTION 

Artificial neural networks trained by back-propagating 

error derivatives have the potential to learn much better 

models of data that lie on or near a nonlinear manifold. Over 

the last few years, advances in both machine learning 

algorithms and computer hardware have led to more efficient 

methods for training deep neural networks (DNNs) that 

contain many layers of non-linear hidden units and a very 

large output layer known as the deep learning algorithms [1]. 

Recently deep learning has been attracting a significant 

attention from the wide range of applications. Compare to the 

conventional neural networks, the key features of deep 

learning are to have more hidden layers and neurons, and to 

improve learning performance. Using these features, large 

and complex problems that could not be solved with 

conventional neural networks can be resolved by deep 

learning algorithms. Consequently, deep learning has been 
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applied to various applications including pattern recognition 

and classification problems; for example, speech recognition 

[1-3], handwritten digit recognition [4], human action 

recognition [5], and so on. However, based on the literature 

searches of the authors, there are very limited papers in the 

automatic control field that have been published. For this 

reason, this paper aimed to show the utilizing possibility of 

deep learning in chemical control areas. 

This study was designed to mimic the PID controller using 

a DNN algorithm. The simulation studies have been 

performed in MATLAB environments and the detailed 

comparison for the proposed deep learning controller was 

given to demonstrate the performance and effectiveness of 

the proposed algorithm.  

This paper is organized as follows. The deep learning is 

described in Section 2. In Section 3, the design of deep 

learning controller is explained. The comparison details 

between the proposed deep learning controller and a classical 

PID controller are presented with the simulation results are 

shown in Section 4. Finally, a conclusion remarks are given 

in Section 5. 

II. DEEP LEARNING 

In this chapter, we will give some essential details for deep 

learning algorithms. Deep learning has many layers of hidden 

units and it also allows many more parameters to be used 

before over-fitting occurs. The generative pre-training 

creates many layers of feature detectors that become 

progressively more complex [6]. A subsequent phase of 

discriminative fine-tuning, using the standard 

backpropagation algorithm, then slightly adjusts the features 

in every layer to make them more useful for discrimination 

[6]. Thus, for deep learning, a deep architecture is used. 

Deep learning is extended algorithm from conventional 

neural networks, where the number of hidden layers and the 

number of neurons are more than those of conventional 

neural networks [1]. In control system, conventional neural 

networks are well documented and used as a tool for 

controller design [7], system identification [8], auto-tuning 

[9], and compensator [10]. In contrary, the deep learning is 

not used yet, although it is more effective algorithm than 

conventional neural network, especially in big data. Further, 

the deep learning algorithm uses a deep architecture. There 

are several types of deep architectures, among them; the 

well-known architecture is a Deep Belief Network (DBN) or 

breifly DNN. 

 

III. DESIGN OF DEEP LEARNING CONTROLLER [3] 

Reinforcement learning (RL) is an approach to automating 

goal-directed learning and decision-making. This approach is 

meant to solve problems in which an agent interacts with an 

environment and receives reward signal at each time step. RL 

algorithms aim to find a policy, which is a mapping from 

state to action, that maximizes the expected cumulative 

reward (value function) under that policy. The two main 
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approaches used to achieve this goal are (1) Policy based 

approach: searches directly for the optimal policy which 

achieves maximum future reward; (2) Value based approach: 

estimates the optimal value function which is the maximum 

value achievable under any policy. Storing the value function 

(or) policy might not be possible especially if the state-action 

pairs are high dimensional. Hence, function approximators 

like linear regression, Neural networks are used with RL. 

Since it has been found that deep neural networks serve as 

effective functional approximators and have found great 

success in image, speech and language understanding, deep 

neural networks are used to approximate value function or 

policy resulting in Deep Reinforcement Learning (DeepRL). 

DeepRL aims at learning the policy and/or value function 

end-to-end with or without the plant model. However, using 

neural networks as such might not necessarily gaurantee 

convergence and stability. Recent success of Deep Q nework 

along with improvements in the field of deep learning like 

Batch Normalization have addressed the issue of using neural 

networks in reinforcement learning. With those 

advancements, this work aims at using DeepRL for process 

control applications. Process control applications involve 

continuous states and action space. Policy gradient 

algorithms are widely used RL techniques to address 

continuous control problems [11]. We have used actor-critic 

based deterministic policy gradient similar to [11]. The actor 

learns the policy with the help of critic which in turn learns 

the value function. At each time step as the agent interacts 

with the environment both critic and actor are updated and 

the actor policy continues to improve with respect to the 

number of iterations. The learnt actor is then used for control. 

Formally, RL can be described as a Markov decision 

process (MDP), which consists of  

 a set of states S, plus a distribution of starting states p(s0) 

 a set of actions A  

 transition dynamics T(st +1|st, at) that map a state-action 

pair at time t onto a distribution of states at time t + 1  

 an immediate/instantaneous reward function R(st, at ,st 

+1) 

 a discount factor γ[0,1], where lower values place more 

emphasis on immediate rewards. 

In general, the policy  is a mapping from states to a 

probability distribution over actions : S p(A=a|s). If the 

MDP is episodic, i.e., the state is reset after each episode of 

length T, then the sequence of states, actions, and rewards in 

an episode constitutes a trajectory or rollout of the policy. 

Every rollout of a policy accumulates rewards from the 

environment, resulting in the return   ∑       
   
   . The 

goal of RL is to find an optimal policy,    that achieves the 

maximum expected return from all states: 
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The reward function is provided as given below: 
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The goal of learning is to find a control policy, π that 

maximizes the expected value of the cumulative reward, R. 

Here, R can be expressed as the time-discounted sum of all 

transition rewards, ri, from the current action up to a horizon 

T (where T may be infinite) i.e., 

 

 (  )                         (3) 

 

The discount factor ensures that the cumulative reward is 

bounded, and captures the fact that events occurring in the 

distant future are likely to be of less consequential than those 

occurring in the more immediate future. The goal of RL is to 

maximize the expected cumulative reward. 

The algorithm for learning the control policy is given in 

Algorithm 1. 

 

IV. SIMULATION RESULTS 

A 1×1 process is used to study the effect of this approach 

of learning the policy. The industrial system we choose to 

study is the control of manufacture of paper in a paper 

machine. The target output, yset, is the desired moisture 

content of the paper sheet. The control action, u, is the steam 

flow rate, and the system output, y, is the current moisture 

content. The transfer function of the system is given below: 

 

 ( )  
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The learned controller is also tested on various other cases, 

such as the response to setpoint change and the effect of 

output and input noise. The results [11] are shown in Fig. 1. 
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(a) Output of the system with output noise 

 
(b) Output of the system versus setpoint changes 

 
(c) Input response for output noise 

 

Figure 1. Output and input responses for the system 

V. CONCLUSION 

In this paper, a deep learning controller based on DBN 

algorithm was designed to explore the ability of applying the 

deep learning algorithm to the control problems. A 

comparison study for the proposed deep learning controller 

was performed to verify the feasibility of the use of deep 

learning in control theory. The simulation results 

demonstrate the effectiveness of the proposed deep learning 

controller to be used as a control tool. 
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