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Abstract—One of the issues in the field of social network is finding similar time series using community detection in complex networks, which every community, include one or several complex time patterns of mass data that these patterns called partition. In recent years spectral clustering has been an important issue in clustering algorithm which is a part of np-hard issues and to solve it we can use multi-objective meta-heuristic algorithms such as particle swarm and biogeography, and teaching learning and the improved hybrid algorithm -which we presented in this article. Multi-objective meta-heuristic algorithms has a set of solutions that each can be the most optimal answer from a different perspective. This set of answers in the field of meta-heuristic algorithms and multi-objective optimization is known as Pareto Front. The result of the implementation of multi-objective algorithms shows that the improved algorithm has been able to provide a relatively better solution to rescue from local optimal traps, and the outcomes indicate the promising performance of the hybrid algorithm over the Biogeography based optimization (BBO) and Differential Evolution (DE) algorithms.

Index Terms—Biogeography based optimization (BBO), Differential Evolution (DE), Pareto-front, optimization

I. INTRODUCTION

One of the problems in the field of community detection is the discovery of useful knowledge from complex and irregular graphs that has attracted much attention [1].

Although this branch of science is rooted in mathematics and sociology and as well as Facebook and Twitter social network analysis, we will have a profound understanding of the relationships between humans and how groups interact with each other. To find this category of groups on social networks, many parameters such as modularity and graph integration, communication centralization and clustering can be used.

Modularity is based on the assumption that forums are a group of vertices that are similar. For this purpose, it is necessary to consider the criteria for determining the similarity of the vertices. Also, modularity is one of the detection algorithms in the field of community detection, which is one of the most important algorithms reviewed in previous studies, and it’s a greedy algorithm that was first introduced by Newman [2].

In a study of Sanjiv Sharma and his colleague [3] used spectral clustering algorithms to track communities in time. Also, in this study, the random-wolf algorithm has been used to speed up the search in the issue space. Consequently, the evaluation of social network analysis showed that the proposed algorithm has better results than hierarchical algorithm.

Community detection methods that optimize a single target may not provide satisfactory results, because no single validation criteria for different types of data sets works well. Therefore, the authors of this scientific field have also tried to represent multi-objective optimization algorithms to improve the criteria against each other in order to identify communities in the social network better. Finally, consider the unpolluted populations derived from meta-heuristic algorithms as the best population of the issue. This is important because the population generated meets all aspects of our goals.

Babak Amiri and his colleagues in 2012 [4] used the Harmony Search Algorithm with phasic clustering criteria and optimizes several validation criteria simultaneously. Which has been used by his claim to avoid the trapping of the proposed algorithm in the local optimal trap of local chaotic search to improve the overall search phase of this algorithm. The results of the implementation of hybrid algorithm has been shown that in order to find communities, the proposed algorithm has the necessary accuracy and can well find the unpicked population in the issue space.

In 2012, Mr. Amiri and his colleagues [5] used the multi-objective Honey Bee Mating algorithm to solve the problem of identifying communities in complex social networks and compared it with the genetic multi-objective model and the Newman and Moore model. Also, in this study, the Pareto front is used for two purposes: density and external links in communities. The results of the synthesis in this study show the heuristic different properties of these algorithms for different data.

In a study by Pizzuti and his colleague [6], they have been analyzing social networks. The criteria for this study is to increase internal links and reduce external links using the genetic algorithm. The purpose of the study is to determine the best output population of the algorithm for the stated objectives. Also, in this study, other evaluation criteria such as Grivan and Neman and NMI have been used, and compared the results with the proposed model.

Also, in 2013, Mr. Amiri and his colleagues [7] used the fire fly Multi-Purpose algorithm to identify communities. And authors have used the chaotic mechanism to improve the fire fly algorithm and help the global search phase of the algorithm. The output from the implementation of the proposed algorithm shows that the used algorithm is better overlapping for communities’ detection and also have more robustly in identifying communities.
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In a study [8], Scott White, with the help of his colleague, has been studying spectral clustering to find communities. Spectral clustering is based on features extracted from the PCA kernel, which are appropriate features and according to their solution in describing the clusters in the data based on entropy are selected and weighed. The study also acknowledged that finding different spectra is a np-complete issue and has used an optimization method to solve it. This model has been compared with the Newman method, which results in this comparison shows the proper performance of spectral clustering.

When the structure of social network data is nonlinear, classical clustering methods fail, in this case, spectral clustering [8] is a powerful method for categorizing data, and this technique by converting input space, provides a new space with the capability to describe data more appropriately, even though not all the features of this new space are useful for clustering, so we present the features selection methods are considered. In this paper, an improved algorithm based on the biogeographic particle population algorithms for solving multi-objective optimization problems for spectral clustering of time-based sequences based on the extracted features of the Kernel PCA, that are appropriate features based on their ability to describe available clusters in the data are selected based on entropy and weight. Network structure and graph will be implemented based on the whole network with all the edges in the whole graph. The purpose of this differentiated evaluation by multi-objective algorithms for finding communities is increasing the distance between different associations and finding similar data in each association of time series.

II. RELATED WORKS

Das et al. [9] used a differential evolution algorithm for automatic clustering of available pixels in images. Their proposed algorithm does not require basic information about the number of clusters in the dataset. In their method, they suggested that the rate of composition over time should change linearly from the implementation of the algorithm. In this way, at the beginning of the algorithm, the maximum value is considered for the combination rate and reduced during execution until it reaches the minimum value. This method helps to at first search for space widely, and in the later stages, the range of motion decreases as the search space decreases. The results of implementing this method well demonstrates the high power compared to the clustering method of FCM and the genetic algorithm.

Faud [10] proposed a new clustering method of time series in his studies based on the k-means clustering method in which are used the multiple weights of several distances were considered as data similarity criteria. In his proposed method, the DE algorithm was used to determine the weight of these distance functions. His proposed method was compared with the k-means clustering method and its superiority was proved.

Vlachos et al. [11] proposed a new method for clustering time series. In their proposed method, clustering operations are implemented at several different levels and with different resolutions. For this purpose, they use the wavelet transformation reduction technique in their method and then clustering is performed using the k-means clustering method. Thus, the centers obtained at each level are used as initial values at a higher level.

Powell et al. [12] in their paper they compared their uncontrolled classification methods with supervised classification methods aimed at predicting stock prices. In their article, PCA technique was used to reduce the time series dimension and select the components with the most impact. They concluded that uncontrolled methods had better performance in predicting stock prices.

GUO et al. [13] in their paper presented a new method for clustering time series. In the proposed method, first, the time series are converted to lower-length series using the ICA dimension deduction and then, using the improved k-means clustering method, it performs clustering operation. In the end, their proposed method on implementing on a real data set relating to stock prices and the effectiveness was proven.

This kind of measures has focus on extracting a number of features from the time series and comparing the extracted features instead of the raw data. Such features can be selected by various techniques, for example, using coefficients of a Wavelet Transform (DWT) as features [14].

In this category, the INTHER measure computes the distance based on the integrated periodogram from each series [15] and, then, it uses the Pearson correlation (COR) [16] to calculate the distance between time series.

Different from feature based measures, structure based measures try to identify higher-level structures in the series. Some structure based measures use parametric models to represent the series, for example, Hidden Markov Models (HMM) [17] or ARMA [18]. In these cases, the similarity is measured by the probability of one modelled series produced by the underlying model of another. There are other measures, which use the concept of compression (CDM) [19]. The idea is that when concatenating and compressing two similar series, the compression ratio should be higher than the simple concatenation of them.

III. MULTI-OBJECTIVE ALGORITHM

One of the most difficult and at the same time most practical models in optimization is multi-objective optimization issues. In a multi-objective optimization issue, there is usually a unique optimal answer. However, in multi-objective optimization issues, target functions may conflict with each other, or in general, in some cases, equals. So finding a set of answers that can optimize the whole objects of the issue is usually not possible. One of the ways to solve these problems is to combine the various targets with considering the wanted weights. One of the ways to solve multi-objective problems is to try to get Pareto optimal solutions or a subset of them. The Pareto solution response set contains solutions that are not dominated by any other answer from the possible problem. An un-dominate answer is a response that an improvement in a target function results in deterioration of at least one other objective function [20].

A. Multi-objective particle swarm algorithm

Clustering techniques that optimize a single target may not provide satisfactory results because no single validation criteria for different types of data sets works well. But multiple methods of multi-objective optimization, including the Pareto Front method, can well optimize the criteria appropriate to the problem solution simultaneously. In this method, generates in the last generation of unauthorized solutions from a modified set of answers, using algorithm to judge fairly and take the most probable need of the problem.
Multi-objective particle swarm algorithm or MOPSO is presented based on single-objective version of particle swarm algorithm [21]. The MOPSO algorithm is based on the Pareto Response Principles, so that it can be used to solve the multi-threaded problems in the NP-Hard class. The PSO algorithm is considered to be the best personal memories, best collective memories and inertia in particle motion. The same is true in the multi-threaded version of the particle swarm algorithm. In the MOPSO algorithm, unauthorized members should separate with a measure. In this case, it is assumed that the two particles exist in different positions and the goal is to minimize the objective function, we say that the particle X overcome Y when we have two conditions.

I. The first condition: The particle Y is no better than the X particle.

II. The second condition: At least in one way particle X is better than particle Y.

III. The objective function or evaluation in a multi-objective algorithm consists of two objectives:
1. Minimize the distance between nodes in any form
2. Increase the distance between formations in the entire graph

A crowd of unanswered responses that have been found have been kept in the reservoir. The reservoir has a limited space and is used to keep the best of the situation so far found. Capacity of reservoir is considered constant and if the number of members is greater than capacity, the members will be deleted. After this stage, the space for resolution is tabulated, and each member chooses a leader, and the leader is selected from among the members of the reservoir to make a move based on it. The selection of the leader is based on members of the Pareto fronts, and if there are several members on the front, a tabulation tool is used.

After this stage, the particle position is updated and unauthorized members are selected to enter the reservoir. To enter the reservoir, if there is no particle inside the reservoir, the new particle is in the reservoir, and if when the particle enters the reservoir there was a particle in it and the particle defeats the new particle, the new particle will not enter the reservoir. The above steps are repeated until the condition for termination is reached.

B. Multi-objective bio-geography algorithm

An example of the meta-heuristic algorithms called bio-geography is as follows:

The bio-geography algorithm is a population-based evolutionary algorithm [10] inspired by the phenomenon of the migration of animals resident in the biological climate between the islands. In fact, biological geography is the biological study of biological species. Basically, animals and plants seek to use natural resources and environments as monopolies, while in a place of living, there are different animals and all sources shared to make them public. Therefore, either the animals that are stronger are trying to conquer these resources and win the monopolization of these resources, or an ecosystem is formed to feed species from each other.

In BBO, the suitability of an island for living is assessed by the HSI2 index. And variables that are habitat characteristic are 3SIV, such as rainfall, vegetation, soil, and district temperature diversity. High-sensory islands have many species. The islands with high HSI have more species that migrate to more secluded islands. Islands with high HSIs have a low migration rate because they are previously filled with other species and are unable to accept new species. And the islands with low HSI have high immigration rates because of the solitude. In the end, each habitat is evaluated according to the two objectives in the spectral clustering in the algorithm and similar to the MOPSO method, the result set of the algorithm is selected according to the optimal Pareto.

IV. PROPOSED ALGORITHM

We combine two algorithms of biogeography and the mutation phase of the differential evolution algorithm to find the hybrid algorithm for best solution in the clustering problem. Because the combination in the process of this algorithm is well-suited for locally optimal searches, but it does not perform a global search balancing with local searches. Therefore, in order to get out of the optimal local trap, the proposed algorithm has to be move to the best mutation according to the mutation criterion. Therefore the proposed BBO algorithm will be expressed as follows:

1. Initializing Primary Parameters: mapping problem solutions to SIVs and habitats, determining the highest number of species \( \text{smax} \), the highest migration rates \( I \) and \( E \),

2. Creation of random Initial solutions

3. Using the HSI value, the number of species \( s \) rate of migration to \( (\lambda) \) rate of migration of \( (\mu) \), obtained for each settlement, and accepting migration rate, and giving migration

Determined from relations (1) and (2):

\[ \Lambda i = 1 - \left( \frac{1}{i} \right) \]  \hspace{1cm} (1)

\[ \mu i = \left( \frac{i}{n} \right) \]  \hspace{1cm} (2)

In the above relations I and E, respectively, have the highest rates of migration to and migration of habitats that they can have. \( k (i) \) represents the number of species in the \( i \)’th habitat that is between 1 and \( n \), and \( n \) is the number of members of the population (the \( n \) value is the best solution and \( 1 \) belongs to the worst solution). With a probability each solution will be corrected based on other solutions. In a case of choosing a solution for correcting of the “migration to” rate \( (\lambda) \) will be used to determine if any of the SIVs in the solution should be corrected. If the SIV in the settlement \( Si \) is selected for the correction, with the help of the rate of migration \( (\mu) \) from other settlements, by calculating the probability, it is decided that which settlement should cause the migration of an SIV, which randomly selected, to the settlement \( Si \).

4. Using the rate of migration inside and outside of each non-residential location will be corrected, then the implementation of BBO algorithm mutation operator.

5. Then each non-residential habitat is mutated in accordance with the differential evolution algorithm.

In the improved algorithm, the mutation method is expressed as follows which taken from the model of differential evolution algorithm.

In this way, in the differential algorithm mutation operation, for determining the mutation coefficients has been used for the differential evolution algorithm mutation coefficients [11]. Which is defined as Formula 3.

\[ Xi (t+1) = Xi (t) + \text{sigma} * ( xi 1(t) - xi 2(t) ) \]  \hspace{1cm} (3)

The sigma is a coefficient of one to zero and \( \text{xi1} \), \( \text{xi2} \) is the random habitat 1 and 2, and \( Xi \) is a current habitat and \( Xi (t+1) \) is the new habitat.
6. The members of the unauthorized habitat are separated and stored in the repository.
7. Tabling is done in accordance with the problem area.
8. Each habitat based on the repository members choose a leader in tabulated space and move to the preferred habitat.
9. Then add the unauthorized members of the current habitat to the repository.
10. Also defeated members in the repository will be deleted.
11. Additional members will be deleted if the number of members in the repository exceeds the specified capacity.
12. If the condition for the termination of the problem is established, the algorithm ends; otherwise, we return to step 3.

A. Benchmarking

Complex networks include a set of nodes and edges that according to a set of data points, the similarity matrix is defined as S input matrix based on the similarity in the method Dynamic Time Warping [12], in this function the series distance with the same structure as created in Different timescale occurrences are considered similar. So, we can say that in this method, time series are grouped in which S (I, J) represents a measure of the similarity between points i, j ∈ A. However, we are only interested in the path that minimizes the warping value:

\[(i,j) = \min(\sqrt{\sum_{k=1}^{K} w_k^2})\] (4)

where \(w_k\) is the warping element \(k(i,j)\) that also belongs to \(k\)th element of a warping path \(W\), a contiguous set of matrix elements that represent a mapping between \(j\) and \(i\).

Then, spectral clustering techniques are used with using a data-like similarity matrix to perform dimension reduction for clustering in less dimension. Spectral clustering due to its simple implementation and promising performance, has published in many problems in the classification based on the graph. Which can be described as follows. Consider the weights of the graph without G direction. The G spectrum is obtained by special values and special vectors from the Laplace matrix graph.

\[L = D - W\]

Where \(W\) is the proximity matrix and \(D\) is the degree matrix containing the degree of vertices in the diagonal matrix. Spectral clustering algorithm based on time series graph [13]:

Input: \(W\), matrix \(n \times n\) weighted proximity in graph \(G\) with \(n\) vertices, \(k\) series of clusters
1. Calculate the similarity of DTW, to obtain an proximity matrix
2. Normalization of the similarity vector (proximity matrix) using equation (2)
   \[Y_{ij} = X_{ij} / \sum_{i=1}^{n} X_{ij}^2\] (2)
3. Calculate the D matrix degree
4. Calculate Laplace from \(D\) Matrix
5. Calculate the special vector \((U_1, ..., U_k)\), and obtain special values \(L = R \times U\)
6. The \(i\)th row of the row - \(U \) denotes the \(i\)th node in the graph.

Then, the clustering of \(k\)-means of the vector \(U\), which is in the dimensions is the \((k)\) (number of clusters) \(i\) of the (time series) graph.

How to evaluate the algorithm and the fitness function of the algorithm will be as follows:

The \(k\)-means clustering algorithm [30] by choosing \(k\) point randomly chosen from the \(n\) point for the center of the clusters (\(k\) sets) (the relation (4)). Then, each given note according to the Euclidean distance criterion is assigned to a cluster, which has the least distance from the cluster center, and the mean of a cluster’s data represents a cluster.

\[C \times \sum_{x \in \mathcal{C}} |C| = \mathcal{C} \] (4)

Where \(C\) is the center of the j-th cluster and \(k\) is the number of clusters.

Our main goal in the main problem is to find the nodes close to each other in an organization and to find foundations with distances in the whole complex network.

So the function of the problem objectives is expressed in the form of the relation 1, 2:

\[(1) = \min (((C)))\] (1)
\[(2) = (((C)))\] (2)

In order to increase the distance between the formations, the value of the variance must be maximized and the distance between the nodes must be minimized in order to reduce the distance between the nodes in each formation.

V. THE BBO-DE ALGORITHM TO OPTIMIZE THE PROBLEM OF FINDING FORMATIONS BY CONSIDERING CLUSTERING OF TIME SERIES

Bio-geoscience can be attributed to the study of people such as Alfred Wallace, Charles Darwin in the 14th century, who were exploring nature-inspired laws. In 2008, Mr. Simon presented a biogeography-based algorithm. Biogeography discusses the migration of species from one island to another, the creation and extinction of new species, and the BBO is a population-based optimization algorithm, in which the reproduction of the animal species is discussed, initially in the proposed algorithm (Figure 1) The number of types and rates of migration and the initial assumptions of the algorithm are defined and after that, the table of the problem space is taken to avoid the space of the defeated answers, then the competition for survival and resources is carried out, which is based on two different phases of the crossover and mutation, but in our proposed algorithm we use differential evolution algorithm as the mutation phase of the BBO algorithm so that we can escape the local optimum trap more precisely. Because the global search phase can be a multiplier of motion in the other two habitats and obtained in different iterations of different habitats, which is the main advantage of the proposed algorithm, and Considering the migration phase in the BBO algorithm, the algorithm's innovative process is more balanced than before, and can well escape the local optimum trap and avoid sparse search.

Then, in the evaluation phase of the algorithm, the criterion of similarity between the nodes of the network is calculated by detox method and according to the spectral clustering criterion, the best centering of the categories is determined. The best centrality of the category is examined based on both criteria \(F(1), F(2)\) and the population that produces the best answer is defined as the leader in the problem. The evaluation criteria of \(f(1)\) and \(f(2)\) are in conflict with each other, and the undefeated results are based on these two criteria. Multi-objective optimization problems, is a set of answers that can be optimal from each perspective. This set of answers in the field of multi-objective optimization is known as the Pareto Front, and in different iteration of the algorithm, the answer to the problem converges to the best answer. Finally, if the condition for the termination of an algorithm which is the
number of iteration is reached, the algorithm ends and the best formulas will be found in different time series.

Figure 1: The proposed algorithm for finding communities for clustering the time series data

VI. DATA USED

In this research, the Plane, Car, Beef, Coffee, Chlorine Concentration, ECG Five Days have been used for time series clustering, available at http://www.cs.ucr.edu/~eamonn/time_series_data/ [14]. And in Table 1, full specifications are given for the 5 time series data.

The data plan contains 7 classes and 144 time series samples, as well as car consist 4 class and 577 time series. The beef and coffee data provided by Tony Bagnall are 5 and 2 classes respectively. The Five Days ECG consist of 2 class set has been extracted from physionet.org, which includes human behavior and human heartbeat data. The Chlorine Concentration data series, which contains the time series data collected from 166 sensors collected in 15 days.

<table>
<thead>
<tr>
<th>Name</th>
<th>First paper or data creator</th>
<th>Number of classes</th>
<th>Time series Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plane</td>
<td></td>
<td>7</td>
<td>144</td>
</tr>
<tr>
<td>Car</td>
<td></td>
<td>4</td>
<td>577</td>
</tr>
<tr>
<td>Beef</td>
<td>Tony Bagnall</td>
<td>5</td>
<td>470</td>
</tr>
<tr>
<td>Coffee</td>
<td>Tony Bagnall</td>
<td>2</td>
<td>286</td>
</tr>
<tr>
<td>Chlorine Concentration</td>
<td>Lei Li &amp; C. Faloutsos</td>
<td>3</td>
<td>166</td>
</tr>
<tr>
<td>ECG Five Days</td>
<td>physionet.org &amp; E. Keogh</td>
<td>2</td>
<td>136</td>
</tr>
</tbody>
</table>

Table 1: time series data set

VII. CONCEPTUAL RESULTS OF THE PROPOSED METHOD

Each time series is represented by a vertex, whose distance between them determines the degree of similarity between them. In Figure 2, we have shown that series of times that are similar to each other are transmitted in a community and the similarity between them is determined by the criterion of distance in clustering. We plotted our proposed algorithm on 15 time series and plotted its output as graph 2.

Figure 2: SPECTRAL clustering using Community detection in networks.

A. Discovering Plane Data Formats Using the Time Series Spectral clustering

In Figure 3, 13 vertex of time series data is depicted from the plane data by the method of community detection, and each vertex represents a series of times, which community Consists of clustering of a series of time is in the same color. Also, this color matching means that the time series data has less distance than each other, and those vertexes that are of different colors indicate that they differ in terms of the time series spacing.

![Figure 3: Displaying part of the Plane data using community](image-url)
B. Algorithm evaluation results

To compare the algorithms used, all algorithms are implemented on hardware with 6 gigabyte RAM and cpu core i7 2.7 with Windows 10 and Matlab 2013a. In addition, these results are executed for all algorithm with the same conditions in iteration100 and their output is proportional to the mentioned evaluation criterion, each algorithm being executed individually 100 times.

As you can see in Table 2, in the plane's data, the hybrid algorithm performs better than the PSO algorithm in Test 1, but the outcome of the BBO algorithm is better than the other two algorithms. But in this data, the hybrid algorithm testing algorithm is better than two algorithms and has been able to escape the optimal local trap but, in contrast to the algorithm's answers, it has not been able to produce appropriate answers. In fact, there are several solutions to finding the best Pareto front. Which has led to the hybrid algorithm not always producing the best answers.

In the car dataset, the proposed algorithm can well escape the optimal local trap and in both of the test functions the proposed algorithm can be placed in the front of the Pareto, and this indicates that the proposed algorithm with better suited mutations save itself from local optimal traps and converge to the problem.

By comparing the answers in the PSO and BBO algorithms, it can be seen that PSO works well in the f1 cost function in the BBO in f2. This implies that both algorithms from different perspectives find the best answer to the problem and can converge to the problem. But in the coffee dataset, this is the opposite, so that PSO works well in the f2 cost function and the BBO in the f1. In the coffee dataset, the proposed algorithm in the f1 dataset is better than the other two algorithms, but in the f2dataset, the proposed algorithm in this dataset is just better than the BBO algorithm. In the difference of the answers, the f1 cost function shows the better answer, which suggests that the proposed algorithm in this dataset has better robustness in different performances.

In the Chlorine Concentration dataset, the proposed algorithm for f1 cost function was better than the other two algorithms can cover the Pareto front, but in the f2 cost function, only the BBO algorithm can well find the Pareto Front in the problem space. This implies that the PSO algorithm can converge to the answer in view of the more appropriate and balanced mutations in the problem space.

In ECG Five Days, the proposed algorithm can well converge to the problem solution, and the Pareto front is well-discovered in the problem space by the proposed algorithm, and this result is appropriate due to the proper mutation of the proposed algorithm determined by the DE algorithm. It is also better than the other two algorithms in the space of the problem with the same answers in different performances, and it has a better robustness to find the answer to the problem. In this dataset, the PSO algorithm converges better than the biogeographic algorithm due to the suitability of speed and particle motion.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>BEST</th>
<th>AVG</th>
<th>WORST</th>
<th>STD</th>
</tr>
</thead>
<tbody>
<tr>
<td>HYBRID</td>
<td>1.2006</td>
<td>1.676</td>
<td>2.167</td>
<td>0.7612</td>
</tr>
<tr>
<td>PSO</td>
<td>1.2067432</td>
<td>1.55974</td>
<td>2.02264</td>
<td>0.46164328</td>
</tr>
<tr>
<td>BBO</td>
<td>1.4179218</td>
<td>1.44369</td>
<td>1.67298</td>
<td>0.37124618</td>
</tr>
<tr>
<td>HYBRID</td>
<td>2.1943932</td>
<td>1.53201</td>
<td>2.32343</td>
<td>0.88396146</td>
</tr>
<tr>
<td>PSO</td>
<td>2.14102803</td>
<td>1.34667</td>
<td>1.44022</td>
<td>1.30934148</td>
</tr>
<tr>
<td>BBO</td>
<td>3.39090105</td>
<td>3.81575</td>
<td>3.66811</td>
<td>1.18573224</td>
</tr>
<tr>
<td>HYBRID</td>
<td>2.2574872</td>
<td>2.43286</td>
<td>2.34512</td>
<td>0.112762</td>
</tr>
<tr>
<td>PSO</td>
<td>1.2636739</td>
<td>1.52786</td>
<td>2.28478</td>
<td>1.06853368</td>
</tr>
<tr>
<td>BBO</td>
<td>2.7650967</td>
<td>3.78328</td>
<td>3.75989</td>
<td>1.38337475</td>
</tr>
</tbody>
</table>

VIII. Research results

In recent years, the search for the time series (Cominiti) has been very much considered for analyzing time data because it can efficiently provide us with a deep understanding of current behaviors. In this research, we have identified the formations in clustering of time series in the problem.

Also due to its np-hardness it is suffering from the complexity of time and does not tolerate the optimal local problem to solve it. Nevertheless, in spectral clustering, it is difficult to find a similarity criterion. The purpose of this study is to provide a hybrid approach for outgoing the local optimum, and to extricate from this trap, hybrid algorithm biogeography and differential evolution was developed to find better formations for the spectral clustering of series of times, and this proposed algorithm was compared with two particle swarm and biogeographic algorithms. The proposed algorithm can be effective in locating formations made from the time series because it can well escape the local optimal trap and cover the Pareto front better than the two other algorithms. In some cases the three algorithms on some datasets are better than other algorithms that this important
indicates that each algorithm has solved the problem from a different perspective and provided a more undefeated solution in a cost function.
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