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 

Abstract— This paper addresses the problem of computer 

worms in the modern Internet. A worm is a self-propagating 

computer program that is being increasingly and widely used to 

attack the Internet. This research paper develops a friend model 

of a computer worm and discusses in length the aspects involved 

in defending the Internet against a worm. Of primary interest 

are models that can automatically respond to a worm outbreak. 

It discusses the results of real time experiments conducted on the 

campus gateway for the `Trend Center' effort and the results of 

simulations of the mitigation models. It concludes that worms 

are dangerous to the Internet but there are ways and means to 

mitigate their ill-effects. 

 

 

Index Terms— Worm, Friend Model, Internet, Hosts, 

Infection, Protected 

I. INTRODUCTION 

  This model of defense is based on the willing co-operation of 

a set of hosts on a pre-arranged protocol which is described 

below. Once a worm is detected, an alert message is spread to 

the set of participating hosts to stop the spread of the worm 

[1]. This alert can be sent from the detector to the entire set or 

a small subset of participating hosts depending on the 

detector's ability to reach other hosts and other factors 

discussed below. Our goal is to maximize the number of hosts 

that can be prevented from contracting the worm. 

We develop mathematical models for the simplest of the 

scenarios. Then, we go on to develop simulations to study 

more complex scenarios of worm mitigation [2,3]. 

II. THE MODEL 

2.1 Assumption 

We assume the following for the sake of simplicity: 

 The worm is not polymorphic, and its signature is 

known in advance or it is identified in real time. 

2.2 The Worm Race 

All participating hosts have a peer-to-peer and a hierarchical 

relationship with other hosts as in the real Internet. For eg., 

Border Gateways are higher in the hierarchy than routers 

while all routers and all BGWS have a peer-to-peer relationship 

amongst themselves respectively [3]. 

Each participating host has a list of trusted hosts1 with 

associated trust-worthiness. By default, the trust is relative to 

the position in the hierarchy. The trust-worthiness of a host 

higher in the hierarchy is higher than that of a peer. This list 

need not include all the participants. 

Once a host suspects a worm, it sends the suspected signature 

and an associated perceived threat, PT, to its friendly or 
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trusted hosts. Such alerts received the trust-worthiness of the 

alerting hosts and the actual numbers of suspicious packets 

seen by the host form the inputs to calculate PT [4, 5]. 

Perceived Threat, PT = f (number of alerts received, 

trust-worthiness of the alerting hosts, number of malicious 

packets seen)           ………………….                (A) 

f is a function that is decided by the participant to 

calculate PT. If the PT exceeds a certain pre-determined 

threshold and if any other criteria that the host has determined 

should be met, are satisfied, then that host takes actions. An 

example of a criteria that a host can require to be met is that 

any alert must be received from a certain number of different 

sources, each of which have a certain level of trust 

relationship with this host [18]. This reduces the number of 

spurious alerts originating from malicious or already 

compromised hosts. 

The list of friends is not static. It can be changed on a periodic 

basis based on the veracity of the previous alerts from each of 

them automatically or by the site administrator [17]. The 

protocol to be followed while updating the friends lists will be 

the same as in updating routing tables to avoid race conditions 

and other inconsistencies that are possible when data at 

different locations have to be updated independently. Of 

particular interest would be the situation where one or more of 

the participants are left out of the friends lists of all the other 

participants due to race conditions. This situation should be 

avoided. 

The actions taken are decided by the hosts individually unless 

there is an understanding with other hosts to take a collective 

decision about the actions to be undertaken [13,15]. 

The iterative actions taken by each host include: 

1. Assigning a threat level as perceived by the alert-receiver 

based on various parameters as mentioned above. This PT 

may be different from the PT seen by others. 

2. Alerting its friends. Depending on the PT, a host chooses a 

different number of friends to alert. 

3. Scanning the incoming and outgoing packets for the new 

signature . The intensity of scanning depends on the PT at the 

host. Based on the results of scanning, the PT at that host 

might increase or decrease. The intensity of scanning is the 

sampling rate of the traffic. 

4. If the PT changes based on scanning, sending new alerts 

with the new PT. This acts like a control mechanism to 

dynamically increase or decrease the scanning intensity. 

5. Reducing the bandwidth available to the general traffic and 

increasing the bandwidth to the alert messages. This prevents 

the worm traffic to occupy all available bandwidth that would 

prevent alert messages from propagating. This is possible 

because the hosts can control the traffic speed passing through 

it. 

6. Blocking of traffic that is believed to be malicious. 

7. Backing off from blocking the allegedly malicious traffic 

once it is found not to be so. This is achieved automatically 
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since the intensity of the scanning decreases if there is a 

decrease in PT. 

This spread of the alert messages may also be seen as a worm, 

but benign. Hence the topic Worm Race. One should also note 

that since we, the defenders, know the targets for our alerts, 

we can spread the benign worm much faster than the 

malicious worm after the initial latency of detecting a worm 

and extracting its signature [9]. 

The defending hosts might include backbone switches, 

routers, border gateways or gateways at universities. The 

higher in the network hierarchy that we deploy our scanning; 

the more costly is the process because of the high volume of 

traffic. But we can stop the worm at a much earlier stage and 

can also spread the alert message quickly as there are fewer 

targets for our alerts. 

Note that if the worm has already crossed a host, a router for 

example, and entered the network below it, the hosts in the 

sub-net are open to attack. So, we need to have the detectors at 

various levels of the Internet hierarchy, not just at one level. 

For example, both at border gateways and routers; not just at 

border gateways. We should also not increase the redundancy 

too much lest we inflict a self Dos where a majority of the 

machines end up just scanning the traffic passing through it. 

We need to choose an optimal redundancy level to avoid such 

single point failures [7,8]. 

Currently this model proposes scanning at 2 levels, one at the 

BGWS level and the other at the routers, one level of hierarchy 

below BGWS. Fig.2.1 shows the hierarchical relationship 

among the BGWS, routers and hosts. 

While scanning incoming traffic prevents infection, scanning 

of out-going traffic prevents the spread of the worm and helps 

in quarantining the infected sub-net [10]. 

III.  MATHEMATICAL MODELS 

Mathematical models for the spread of worms are very similar 

to the epidemiological spread of diseases. In both the cases, 

the rate of spread of victims is proportional to both the 

number of victims and the number of susceptible hosts 

available for further infection [12]. Thus, if B  is the fraction 

of infected hosts, the rate of spread of infection is given by: 

 
 

 
Figure 2.1: Hierarchical relationship among BGWS, Routers 

and Hosts. Ordinary hosts are one level below routers which 

are one level below BGWS. 

Introducing a constant of proportionality, K, which here is the 

same as the rate at which each infected host can  find and 

infect other hosts, we get [19, 20], 

   

Solving this differential equation, we get, 

 
where T is a constant that fixes the time position of the 

incident. The equation produces the S-curve growth behavior 

typically seen in population growth models and is known as 

the logistic equation. This is the same equation that governs 

the rate of growth of epidemics in finite systems entities. 

This is an interesting equation. For early t(t << T), a grows 

exponentially. For large t(t << T), a goes to 1 (all vulnerable 

hosts are compromised). This is interesting because, it tells us 

that a worm like this can compromise all vulnerable machines 

on the Internet quickly [22]. 

Mathematics of the Friends' Model The rate of spread of 

worm for the Friends' model described in this paper has been 

developed in [14]. It is presented here in detail for the sake of 

completeness. The variables are defined as follows: 

M : the total number of response members (eg. routers) 

a : the number of infected members 

c : the proportion of alerted members 

F : the number of friends for each host 

 : the function of alerts a host needs before it crosses the 

threshold 

σ: the severity of the alert 

For a given member, the expected number of co-operating 

friends who remain in the normal, un-alerted state is: 

 
In our simple strategy, a cooperating member increases the 

severity of an alert in proportion to the number of infection 

attempts that it sees [8]. Therefore, the number of alerts a 

particular member sends in time dt is: 

 
This implies that the total number of alerts system wide is 

given by multiplying the above term by M, the total number of 

response members. Since each member needs alerts before 

it can change its state, the number of members changing state 

in time dt is given by: 

 
Rearranging the terms, we get the evolution rate of the 

number of alerted members in the following differential 

equation: 

 
The proportion of member already infected is obtained by 

altering (2.2) to include the fact that cooperatively alerted 

members will be able to block the worm. Two types of 

infection attempts are considered, local and global infection. 

Local infection is an infection that spreads from a host to 

another host without having to pass through any router [6, 11]. 

Global infection is an infection that needs to pass through a 

router. When an infected host tries to infect another one 

across a router, the infection must pass through two filters, the 

local filter that blocks outgoing infections and the remote 

filter that blocks incoming infections. 
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The probability that both of these are not alerted is 

. Thus the global infection is  

 
The local infection rate is same as the rate equation (2.2) 

because there are response devices between infection source 

and target. Since there are M response members, the 

probability of a host choosing a target behind the same router 

is 1/M and behind another router is 1-1/M. Combining these 

probabilities and the infection rates, equation (2.2) becomes: 

 
Thus we have a pair of differential equations which can be 

solved to get the number of infected and number of alerted 

members. 

 

Dynamic response strategy with back off mechanism 

According to our model, hosts back off from filtering the 

traffic after a certain time period. The rate of back off is 

inversely proportional to PT meaning, it is directly 

proportional to (1 - a) and also to the proportion of alerted 

members, c. Thus equation 2.3 becomes [21, 22] 

 
where  is a constant indicating how fast a host backs-off 

from filtering traffic [14]. 

 

IV.  DESCRIPTION OF THE SIMULATION 

 

The worm defense model was simulated using the Swarm 

simulator. Swarm is a software package for multi-agent 

simulation of complex systems like population dynamics and 

simple social behavior in biological organisms [2]. Swarm 

was chosen for its ease of programming and its active 

developmental support. 

We consider a rectangular grid of x by y routers each having 8 

neighboring hosts connected to it. There are two kinds of 

routers and hosts. One kind that is infected with a worm and 

the other alerted by the white worm [6,7]. 

The simulation begins by starting the infection from random 

hosts. An arbitrary host is then marked as the initial detector 

of the infection. This host sends an alert to 8 of its friends. 

These friends are chosen randomly for the purposes of this 

simulation. The alerted hosts then calculate the threat that 

they perceive, PT, according to equation. 2.1. If the PT that 

each of these friends calculate exceeds a threshold and if 

certain conditions that are required to be satisfied by that host 

are met, then each of them also takes actions which may 

include alerting their friends in turn [13,14]. Thus the alert 

message propagates from one host to another. This alert, the 

white worm spreads until all routers are alerted. Once all 

routers are alerted and start scanning traffic, the worm can no 

longer spread, thereby trapping the worm within those 

domains which are already infected. Once the worm stops 

spreading, the routers in whose sub-net there is no infection 

back off from scanning the traffic, while routers with infected 

sub-net continue to scan traffic. This reduces the number of 

routers that scan the traffic to the minimum required to stop 

the worm spread. This reduces the cost of blocking worms to 

the minimum required [7]. 

V. DISCUSSION OF THE RESULTS 

 

The curves for a typical scenario with 8 friends for each host 

are shown in Fig. 2.2. Initially when the worm starts 

spreading, none of the hosts are aware of it. But once one host 

raises an alarm, a large number of the participants are alerted 

in a cascading fashion and traffic is monitored [13,17]. The 

graph shows that the alert messages spread much faster than 

the worm and thereby triggers the filter rules at a large number 

of places before the worm could reach them. We can see that 

the maximum infection is restricted within 25% of the 

population. The drop in the infected population is due to the 

patching of machines against the worm. We can change 

various parameters such as the number of friends each host 

has, the spread speed of the worm, the network scanning 

technique the worm uses, etc., in the simulation to study the 

effectiveness of our model. 

 
Figure 2.2: The graph shows how the alert messages catch up 

with the worm. 

VI. LIMITATIONS 

This model could fail if the network is already saturated with 

malicious worm traffic. Reference [7] deals with such 

network connectivity problems. The techniques described in 

[7] can be used to analyze the robustness of network 

architectures against denial-of-service by link and node 

destruction. 

If we treat our friends' network as a graph with hosts 

representing nodes and the links between them as edges, we 

could answer the question, `how many links may get saturated 

before the alert messages can't reach others?’ 

N : Total number of participating hosts 

F : Number of friends for each host 

: Number of independent hosts from which alerts are 

required before any action can be taken 

There are F unsaturated links from each host to its friends 

when there is no worm. If this host has to take action, it should 

have at least   links unsaturated to receive  alerts. Thus, a 

maximum of   links could be saturated. If more than 

 nodes are saturated, then this particular node cannot 

receive the required number of alerts to take any action. 

Considering the links to be uni-directional, since there are N 

hosts in total, we could have a maximum of   

links saturated before the model can fail if failure is defines as 

any host has more than  links saturated. Beyond that 
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for each additional link that gets saturated, a maximum of one 

node gets cut-out from the network. In the worst case, if each 

additional link beyond  that becomes saturated 

cuts o_ one node all nodes are isolated when 

 links get saturated [20,21,22]. 

Another limitation of this model is that the signature of the 

worm is assumed to be available already or almost 

immediately after the worm is detected. But, it is very difficult 

to get the signatures of zero-day attacks within a very short 

time. Because, there are several techniques for very 

high-speed worms, this model could come a cropper against 

them.  

VII. CONCLUSION 

This model uses a peer-to-peer strategy to control large scale 

worm attacks on the Internet. It shows that a controlled white 

worm propagating faster than the worm is an effective 

strategy to minimize the number of worm victims. This 

chapter provided a mathematical model for the spread of 

worms in general. It also gave expressions for the rate of 

spread of the infection as well as the white worm. Simulations 

with smaller number of friends for each node suggest that a 

larger number of friends would suppress worms better. But 

simulations also showed that the number of alerts exchanged 

grows exponentially and the network performance degrades. 

Also, it is not scalable to the real world as one cannot have a 

large list of trusted friends. A large number of friends tends to 

give rise to a large number of false alarms. A certain amount 

of false alarms is inevitable. But the system suffers when 

faced with a large number of false alarms. However, when we 

use an optimized friends list this model is able to contain the 

worm to fewer hosts. In the simulation environment which 

had 5761 routers in a grid of 81 X 81 with 8 hosts connected 

to each router the optimized list turned out to have 8 friends. 
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